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A B S T R A C T

In order to effectively exploit the intra-class and inter-class structure information, we propose a new class-wise dictionary learning method for hyperspectral image classification. First, we construct two special manifold regularizers to encourage intra-class basis sharing and inter-class basis competition, and the regularizers are incorporated into the objective function to learn a discriminative class-wise dictionary. Then the sparse representations can be obtained via the learned class-wise dictionary under the collaborative representation framework. Finally, we put the sparse representations of the data into the support vector machine (SVM) for training and then apply the SVM classifiers to predict labels for the test set. The experimental results obtained on two hyperspectral datasets demonstrate that the proposed method can obtain higher classification accuracy with much lower computational cost compared with other traditional classifiers.
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1. Introduction

Sparse representation (SR) has shown its effectiveness in many different fields of data analysis, such as computer vision [42–44] and remote sensing [1–3]. Many versions of the SR have been presented recently. For example, the orthogonal matching pursuit (OMP) [4] with smoothing and simultaneous OMP (SOMP) were proposed to incorporate the spatial information into the SR recovery problem [5]. Liu et al. integrated a spatial-spectral kernel into the SR framework [6]. One of the important properties that must be highlighted is that the SR encodes the data into discriminative sparse vectors even though the original data are quite similar to each other [7]. Because of this property, we can use the sparse representation of the data to characterize land-covers, and then employ statistical models (e.g., SVM and Deep CNN [45]) to perform the classification. In addition, if the dictionary size is small, we can use the SR of data as features for classification can effectively mitigate the effects of the Hughes phenomenon [8].

The SR with $l_0$-regularizer or $l_1$-regularizer always has a small amount of nonzero entries in the sparse vector and has very limited discriminative information. However, the sparse model with the weaker regularizer usually has more nonzero entries and it can also increase the discriminative power of the sparse vector, which promotes the introduction of the collaborative representation (CR). Different from the SR framework, the CR uses a much weaker $l_2$-regularizer, but also reduces the computation costs dramatically. Therefore, Zhang et al. [9] argued that the CR framework played a more important role than the SR framework in classification problems. In recent years, CR has been used in hyperspectral image classification tasks [10–12]. For example, Li et al. [13] proposed a nonlocal joint CR with a locally adaptive dictionary. Waqas et al. [14] developed a collaborative neighbor representation method, in which the dictionary was automatically selected. Li et al. [15] designed a kernel collaborative representation model with a Tikhonov regularizer which considered the local spatial information. Li et al. [16] presented a joint CR classification with multitask learning framework to acquire the sparse vectors and the adaptive weight for each pixel.

The SR and CR frameworks are both based on dictionary learning. Thus, their performances highly depend on the learned dictionary [17]. The characteristics of a well learnt dictionary are summarized as follows: (1) it captures the subspace structure of each class, (2) it is compact, and (3) it has a reliable generative and discriminative capability. The conventional scheme involved with hyperspectral image processing uses all the training samples as the dictionary [5]. The bases in the dictionary can be randomly selected from the training set (Random) [18], or can be constructed by K-mean clustering (K-mean) [19]. However, these schemes might be impractical for a small-sized training set and also might fail in reflecting the inter-class and intra-class distributions. Other dictionary construction schemes [20,21] are on the assumption that the samples from the same class share similar characteristics to iteratively optimize the dictionary. This is the base of learning
vector quantization (LVQ) and K-means-based singular value decomposition (K-SVD). In [22], a variant of the K-SVD was presented that exploited the linear extension of graph embedding to optimize the K-SVD for a small yet over complete dictionary. Some methods learn multiple dictionaries to promote discrimination between classes. Jenatton et al. [23] proposed an approach that learns structured dictionaries embedded in a hierarchy based on a tree-structured sparse regularizer to effectively exploit the semantic relations between the dictionary bases. Mairal et al. used multiple category-specific dictionaries to increase the discriminative power of different classes [24].

The additional information, such as spatial information and shared information, can be used for a better performance [35,36]. A suite of dictionary learning methods has been proposed recently, which exploits the additional information to learn a compact and yet discriminative dictionary [25–28,34,41]. Based on the hypothesis that pixels in a local region tend to have homogenous spectral behavior, several attempts have been made to incorporate the spatial information during the dictionary learning. For example, Soltani-Farani et al. presented a spatial-aware dictionary model, which is implemented by a joint sparse regularizer to induce a common sparse vector in the sparse coefficients of a contextual group [7]. Castrodad et al. designed the block-structured discriminative dictionaries, in which a spatial-spectral coherence regularizer allows pixel classification to be guided by similar neighbors [29]. Aimed at exploiting the distribution of classes, Jiang et al. added a label consistency regularizer term and a joint term (i.e., combined a label consistency term with the classification error) into the dictionary optimization objective, which are referred to as LC-KSVD1 and LC-KSVD2, respectively [30]. Winn et al. automatically constructed an appearance-based object class dictionary which considered the tradeoff between intra-class compactness and inter-class discrimination [31]. Moreover, a Fisher discriminative constraint containing the class labels was incorporated into the objective function in [32]. Guo et al. introduced the pairwise constraints and combined them with the classification error term to formulate the objective function of dictionary learning for greater discriminative power [26].

In order to learn a discriminative dictionary via the intra-class and inter-class information, we propose a novel class-wise dictionary method for hyperspectral image classification. Both the intra-class basis sharing and the inter-class basis competition regularizers are incorporated into the dictionary learning objective function, and the sparse features can then be obtained via the learned dictionary under the CR framework. Finally, we use the sparse features to train the SVM classifiers and exploit the test set for evaluation. The proposed method differs from the traditional dictionary learning it not only constructs two class-wise regularizers during the dictionary learning, but also employs the CR framework to calculate the sparse features of each pixel. In greater detail, the contributions of the proposed method are as follows:

1) Instead of retaining all the training samples in the dictionary directly, the proposed method constructs two regularizer terms (i.e., the intra-class basis sharing term and the inter-class basis competition term), which encourage the intra-class basis sharing and the inter-class basis competition;

2) Due to the limited discriminative information in the SR framework, the CR framework is employed to obtain more discriminative sparse features with much lower computational cost.

The rest of the paper is organized as follows. Section 2 briefly reviews the related work. Section 3 introduces the proposed method. Section 4 evaluates the effectiveness of the proposed method using two hyperspectral datasets. Section 5 analyzes the experimental results and concludes the paper.

2. Related work

2.1. Collaborative representation

Let \( D = [d_1, d_2, \ldots, d_K] \) be a dictionary with \( K \) bases. A test sample \( z \) can be represented as a linear combination of dictionary bases \( z = Ds + \epsilon \), where \( s \in \mathbb{R}^K \) is a sparse vector composed of the corresponding coefficients for the bases and \( \epsilon \) is a threshold. In order to compute the sparse vector for any new input sample, \( l_0 \)-regularizer is used in the following optimization problem:

\[
\hat{s} = \arg \min_{s} \| s \|_0 \quad \text{s.t.} \quad \| z - Ds \|_2^2 < \epsilon, \tag{1}
\]

when \( m = 1 \), the obtained sparse vector is defined as the sparse representation of the input sample. Similarly, it is defined as the collaborative representation when \( m = 2 \). The biggest difference between the collaborative representation and the sparse representation is that the former operates on the concept that a test sample can be represented by a linear combination of dictionary bases of all classes, that is, samples in the \( i \)-th class can be helpful to represent the samples in the \( j \)-th class. On the contrary, the later only uses a few bases to represent a test sample. The non-zeros entries of sparse vector in the SR framework are much less than those in the CR framework. Therefore, the sparse representation is sparser than the collaborative representation. See the example in Fig. 1.

The sparse vector has a certain discriminative capability. Thus, the sparse vector can be treated as a feature vector for the subsequent classification. However, because there are less non-zeros entries in the sparse vector obtained by the SR framework, the sparse representation contains less discriminative information than the collaborative representation. For this reason, in this paper we use the collaborative representation. The Eq. (1) is re-expressed over \( D \) with \( l_2 \)-regularizer (\( m = 2 \)):

\[
\hat{s} = \arg \min_{s} \| s \|_2^2 \quad \text{s.t.} \quad \| z - Ds \|_2^2 < \epsilon, \tag{2}
\]

\( \hat{s} \) can be derived by solving the Lagrange function of (2):

\[
\hat{s} = (D^TD + \lambda I)^{-1}D^Tz, \tag{3}
\]

where \( \lambda \) is a scalar regularization parameter, which balances sparsity against classification loss.

2.2. Dictionary learning

The performance of the sparse representation mainly depends on the efficiency of the dictionary learning scheme. However, for the dictionary learning problem of the hyperspectral image, the conventional schemes include all the training samples in the dictionary. This might weaken the scalability of the dictionary in practical cases when the size of available training samples is small, and fail to match the structure of classes. Considering the reduced computation cost and the increased discriminative information contained in the sparse vector, we apply the CR framework rather than the traditional SR framework to learn a discriminative dictionary. The learning procedure can be formulated as the following problem:

\[
< D^*, S^* > = \arg \min_{D^*} \sum_{i=1}^{N} \| x_i - Ds_i \|_2^2 + \lambda \| s_i \|_2^2, \tag{4}
\]

where \( x_i \) is a sample in the training set, and the number of training samples is \( N \).
2.3. Support vector machine

After obtaining the sparse feature vectors based on the process described above, the selection of the basic classifiers should be taken into consideration. Due to the good performance of dealing with non-linear problem and high dimensional data, SVM has been widely applied in hyperspectral image classification [37–39].

Given the sparse representation of training set $S_{TR} = \{(s_1, y_1), \ldots, (s_N, y_N)\}$, labeled by $y_i \in \{+1, -1\}$, $i = 1, \ldots, N$, the optimization problem of SVM is characterized as follows:

$$\min_{w, b, \xi} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{N} \xi_i$$

$$\text{s.t.} \quad y_i(w^T \varphi(s_i) + b) \geq 1 - \xi_i$$

$$\xi_i \geq 0, \quad i = 1, 2, \ldots N,$$  

(5)

where $w$ and $b$ are the weight vector and threshold of decision function, $\xi_i$ is the slack variable measuring the degree of mis-classification of $s_i$, $C$ is the penalty factor, and $\varphi(\cdot)$ denotes the non-linear mapping function. The prediction function of the test sample $s$ can be calculated as follows:

$$f(s) = \text{sgn}\left(\sum_{i=1}^{N} a^*_i y_i K(s, s_i) + b^*\right),$$

(6)

where $a^*$ and $b^*$ are the optimal solutions of the Lagrange function of Eq. (5), and $K(s, s_i) = \varphi(s)^T \varphi(s_i)$ is a kernel function.

3. The proposed framework

3.1. Intra-class basis sharing and inter-class basis competition

Conventional dictionary schemes retain all training samples in the dictionary for hyperspectral image classification. However, they might fail to reflect the structure of each class and ignore the relationship between the classes. In order to fully take advantage of the class-wise information during the dictionary learning, we propose the intra-class basis sharing and the inter-class basis competition regularizers. The theoretical foundation of the two class-wise regularizers is based on the assumptions: (1) the sparse vectors from the same class should always share similar dictionary bases, and based on this assumption, we propose a basis sharing regularizer (2) the sparse vectors from the different classes should compete for the bases, which leads to the inter-class basis competition regularizer. The visual interpretation is shown in Fig. 2. In Fig. 2, we can clearly observe that the sparse matrix of the same class has non-zero entries in the same row, while the sparse matrices from different classes have non-zero entries in different rows. In other words, we construct an intra-class basis sharing regularizer to compact the sparse vectors within the same class, conversely, we construct the inter-class basis competition regularizer to promote the inter-class competition, which can be achieved by making the inner product between classes smaller.

3.2. Formulation and optimization

Based on the assumptions above, we propose a novel class-wise dictionary method to learn an informative and discriminative dictionary, in which the two class-wise regularizers (i.e., the intra-class basis sharing regularizer and the inter-class basis competition regularizer) are integrated into the dictionary learning process. The proposed class-wise dictionary can be learnt by minimizing the following optimization problems:

$$<D^*, S^*> = \arg \min_{D, S} \sum_{i=1}^{N} \left( \frac{1}{2} ||x_i - DS_i||^2 + \lambda ||S_i||^2 \right)$$

$$+ \alpha \sum_{p=1}^{N} \sum_{s_i \in S_p} (s_i^T s_j)^2 + \beta \sum_{i,j} \left( ||s_i - s_j||^2 W_{ij} \right),$$

(7)

where $x_i \in X$ is a sample in the training set with $N$ samples from $N$ classes, and its corresponding sparse vector is $s_i$, the sparse coefficient matrix for the $p$th class is $S_p$, $p \in \{1, 2, \ldots, N\}$. The last two regularizer terms in Eq. (7) are the inter-class basis competition regularizer and intra-class basis sharing regularizer, which seek bases competition between classes, while bases sharing within the same class. The parameters $\alpha \leq 1$ and $\beta \leq 1$ are the weights for each regularizer. However, the class-wise regularizers
are not the hard constraints, and the misclassification loss plays
the most important role in dictionary learning. In the Eqn. above,
the similarity matrix \( \mathbf{W} \) can be calculated by the Eq. (8), and
the similar construction can be found in the reference [40]. \( \mathbf{L} \) is
the Laplace graph of \( \mathbf{W} \), and \( \mathbf{L}_i \) is the \( i \)th column of \( \mathbf{L} \).

\[
\mathbf{W}_{ij} = \begin{cases} 
1 & \text{if } \mathbf{s}_i, \mathbf{s}_j \in \text{the same class} \smallskip 
0 & \text{otherwise } i, j \in 1, 2, \ldots, N 
\end{cases}
\]  

(8)

At the same time, it should be emphasized that the optimization
problem (7) is an unconstrained non-convex with two matrix
variables \( \mathbf{S} \) and \( \mathbf{D} \), thus, it only has local optimal solutions. However,
Eq. (7) is convex with respect to any of the two variables
when fixing the other one. Therefore, we update the sparse matrix
\( \mathbf{S} \) and dictionary \( \mathbf{D} \) alternately.

When computing the sparse matrix \( \mathbf{S}^* \) with the fixed \( \mathbf{D} \), Eq. (7)
is equivalent to:

\[
F(\mathbf{s}_i) = \min_{\mathbf{s}_i} \| \mathbf{x}_i - \mathbf{D}_i \mathbf{s}_i \|_2^2 + \lambda \| \mathbf{s}_i \|_2^2 \\
+ \alpha \sum_{j=1}^N \sum_{\mathbf{s}_j \in \mathbf{S}(\mathbf{S}_j)} \left( \sum_{i=1}^N \mathbf{s}_i^T \mathbf{s}_j \right)^2 + 2\beta(\sum_{i=1}^N \mathbf{s}_i^T \mathbf{L}_i) - \sum_{i=1}^N \mathbf{s}_i^T \mathbf{L}_i \mathbf{s}_i 
\]

(9)

Let the first derivative of Eq. (9) equal to zero, the updated
spare vector can be calculated:

\[
\mathbf{s}_i^* = \left( \mathbf{D}^T \mathbf{D} + \lambda I + \alpha \sum_{\mathbf{s}_j \in \mathbf{S}(\mathbf{S}_j)} (\mathbf{s}_j^T \mathbf{s}_j) + 2\beta \sum_{i=1}^N \mathbf{s}_i \mathbf{L}_i \right)^{-1} \left( \mathbf{D}^T \mathbf{x}_i - 2\beta \sum_{i=1}^N \mathbf{s}_i \mathbf{L}_i \mathbf{s}_i \right) 
\]

(10)

After computing the sparse matrix, we obtain the objective function to update the dictionary \( \mathbf{D} \) with the fixed \( \mathbf{S} \) as follows:

\[
\min_{\mathbf{D}} \sum_{i=1}^N \| \mathbf{x}_i - \mathbf{D}_i \mathbf{s}_i \|_2^2 \\
\text{ s.t. } \| \mathbf{d}_i \|_2 \leq \epsilon, \quad \forall j = 1, \ldots, K. 
\]

(11)

where \( \mathbf{d}_i \) represents the \( i \)th atom in the dictionary, and \( K \) is
the number of the atoms. The optimal solution \( \mathbf{D}^* \) can be computed
as:

\[
\mathbf{D}^* = \mathbf{X} \mathbf{S}^T (\mathbf{S} \mathbf{S}^T + 1)^{-1} 
\]

(12)

The complexity of the proposed classification method can be
divided into three parts: dictionary learning, sparse features
computation and classification. We mainly focus on the most time-
consuming part, namely, the dictionary learning part, and compare
it with other dictionary learning methods from the theoretical
viewpoint. LC-KSVD is an efficient dictionary method using the
label information and bounded by the complexity of K-SVD, whose
complexity is similar to that of the OMP [33]. OMP is a common
approximation technique to solve the SR problem with \( l_0 \) or
\( l_1 \)-regularizer, and its implementation is quite computationally
expensive in comparison with the CR problem with \( l_2 \)-regularizer
who has a closed form solution. LVQ is also built on the SR model
and solved by OMP. Because the proposed method is based on the
CR framework, it is an efficient approach.

Finally, the detailed steps of the proposed class-wise dictionary
learning for hyperspectral image classification can be summarized
as follows:

**Algorithm 1.** Proposed class-wise dictionary classification method.

Step 1) Select the training and testing sets, then initialize the
original dictionary \( \mathbf{D}_0 \) which is composed of \( t \) samples of each
class from the training set, and set the involved parameters
(e.g., \( \lambda, \alpha, \beta \));

Step 2) Update the sparse matrix and dictionary alternately
according to (10) and (12), until the change of residual in (7)
is smaller than the pre-defined stopping criterion \( T \);

Step 3) Calculate the sparse feature sets of the training and test
sets using the CR framework over the learned dictionary;

Step 4) Train the SVM classifier, and classify the image.

4. Experiments

4.1. Datasets description and parameter setting

The experiments have been conducted on two data sets. The
first hyperspectral image dataset is the Indian Pines. It contains
220 spectral bands and has a spatial size of 145 × 145 pixels, with
each pixel measuring approximately 20 m by 20 m on the ground.
16 mutually exclusive classes containing from 20 to 2468 samples
are considered. We randomly chose 10% of the samples as the
training set and the remaining 90% as the test set.

The second hyperspectral image dataset is the University of
Pavia. It mainly comprises 9 classes (i.e., asphalt, meadows, trees,
metal sheets, bare soil, bitumen, bricks, shadows and gravel) with
a spatial size of 610 × 340 pixels. We randomly selected 50 samples
per class as training samples and the remaining ones as test
samples.

In the experiments, we used the overall accuracy (OA, in percent),
the average accuracy (AA, in percent) and the kappa statistic
(Kappa) to quantitatively compare the performances of the tested
methods. All tests were carried out with 10 trials and the averaged
results were reported. The tests were implemented with MATLAB
8.2 version on a computer equipped with an Intel Core i7 Proces-
sor at 2.93-GHz and 8 GB of RAM.

In order to analyze the discriminative capability of the sparse
feature, original spectral features (denoted by Original in the fol-
lowing description) were considered for comparison. In addition,
some classical dictionary schemes were selected as the benchmarks,
namely, Random, K-mean, LVQ, KSVD and LC-KSVD2. When only
the intra-class basis sharing or inter-class basis competition
was used, the proposed class-wise dictionary was simplified to
sharing dictionary (Sharing) and competition dictionary (Compe-
tition) to illustrate the influence of the two regularizers. The
parameter \( \lambda \) of the CR framework varied within the range of \([10^{-3}, 10^{-2}, 10^{-1}, 10^0] \). For the SVM classifiers, we used the one-against-rest
multiple classification strategy with an RBF kernel, and a 10-fold
cross validation was used to select the optimal penalty factor and
the width of Gaussian kernel. The parameters for KSVD were set to
the default values reported in [20]. With respect to LC-KSVD2, the sparsity level, the weights for the label constraint term and the classification error term were set to 30, 0.01 and 0.1, respectively. For the proposed method, the weights for the inter-class basis competition regularizer and the intra-class basis sharing regularizer were both varied within the range of $[10^{-5}, 10^{-4}, \ldots, 10]$. 

4.2. Analysis of the sensitivity to the parameters

In this experiment, we evaluated the sensitivity of three parameters (i.e., $\lambda$, $\alpha$, $\beta$) to find how these parameters affect the accuracy. They balanced the contributions of the reconstruction error, the inter-class basis competition and intra-class basis sharing regularizer, and varied in the ranges of $[10^{-5}, 10^{-4}, \ldots, 1]$, respectively. For the proposed method, the weights for the inter-class basis competition regularizer and the intra-class basis sharing regularizer were both varied within the range of $[10^{-5}, 10^{-4}, \ldots, 10]$. 

In summary, the sensitivities of the proposed method to three parameters are $\beta$, $\alpha$, $\lambda$ in descending order. By comparing the different combinations of three parameters, we can see that when the parameter setting is $\lambda = 0.1$, $\alpha = 0.001$, $\beta = 0.001$, the highest accuracy can be achieved. Therefore, we fixed this parameter setting in the following tests.

4.3. Analysis of the influence of the dictionary size

The influence of the dictionary size on the classification performance of the proposed method was verified in this experiment. We randomly chose 10% of the samples as the training set from the Indian Pines dataset, and other parameters setting was referred to in the experiment above. $t$ denoted the number of the training samples for each class to build the dictionary, and was tuned within a set of {5, 10, 15, 20, 25}. (Note: When $t$ exceeded half of the total number of the training samples for each class, $t$ was set to half of the total number for this class). 

The OA vs. $t$ and AA vs. $t$ curves are plotted in Fig. 4. For Fig. 4(a), the curve increases monotonically as $t$ in the set of {5, 10, 15}, reaching the peak at $t=15$. As $t$ further increases, the curve gradually decreases. Simultaneously, when $t$ belongs to the set of {5, 10, 15}, the curve in Fig. 4(b) has the similar observation with that in Fig. 4(a). However, the following trend of AA-$t$ curve is different from that of OA-$t$ curve as $t \in \{20, 25\}$. The AA at $t=25$ has a gain of 2.82% compared to the case of $t=20$, however the OA at $t=25$ is lower than that at $t=20$, this is because the increased bases in the dictionary.
might cause the loss of class structure information. This experiment illustrates that the proposed class-wise dictionary does not require a large-sized (or over-complete) dictionary.

### 4.4. Comparisons with other classification methods

In order to comprehensively verify the effectiveness of the proposed class-wise dictionary, we selected Random, K-mean, LVQ, KSVD, LC-KSVD2, Sharing and Competition as the reference dictionary schemes. Without loss of generality, we used SVM as the basic classifier to deal with the achieved sparse features. And the parameter setting can refer to the above experiment. Tables 1 and 2 summarized the classification accuracy of the different dictionary schemes for the Indian Pines and University of Pavia datasets, respectively, with the best accuracy in each row in bold. For the Indian Pines dataset, we have the following observations: (1) The accuracy produced by the sparse features is highly competitive with that of the original spectral features. Therefore, the sparse features have greater discriminative capability and can replace the spectral features in the classification task and has excellent performance.

#### Table 1

<table>
<thead>
<tr>
<th>No.</th>
<th>Class name</th>
<th>Original</th>
<th>Random</th>
<th>K-mean</th>
<th>LVQ</th>
<th>KSVD</th>
<th>LC-KSVD2</th>
<th>Sharing</th>
<th>Competition</th>
<th>proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alfalfa</td>
<td>77.08</td>
<td>47.92</td>
<td>14.58</td>
<td>70.83</td>
<td>62.50</td>
<td>85.42</td>
<td>87.50</td>
<td>97.92</td>
<td>95.83</td>
</tr>
<tr>
<td>2</td>
<td>Corn-notill</td>
<td>74.65</td>
<td>79.69</td>
<td>80.78</td>
<td>81.86</td>
<td>79.30</td>
<td>86.74</td>
<td>90.54</td>
<td>93.30</td>
<td>95.12</td>
</tr>
<tr>
<td>3</td>
<td>Corn-mintill</td>
<td>63.20</td>
<td>70.67</td>
<td>70.53</td>
<td>71.73</td>
<td>69.20</td>
<td>89.60</td>
<td>90.80</td>
<td>93.47</td>
<td>91.87</td>
</tr>
<tr>
<td>4</td>
<td>Corn</td>
<td>79.05</td>
<td>50.95</td>
<td>29.52</td>
<td>47.62</td>
<td>43.33</td>
<td>81.90</td>
<td>93.33</td>
<td>96.19</td>
<td>88.57</td>
</tr>
<tr>
<td>5</td>
<td>Grass-pasture</td>
<td>92.62</td>
<td>93.51</td>
<td>93.06</td>
<td>92.17</td>
<td>89.49</td>
<td>91.95</td>
<td>89.26</td>
<td>86.35</td>
<td>94.38</td>
</tr>
<tr>
<td>6</td>
<td>Grass-trees</td>
<td>98.21</td>
<td>93.45</td>
<td>98.36</td>
<td>94.49</td>
<td>95.54</td>
<td>99.25</td>
<td>99.40</td>
<td>92.26</td>
<td>99.85</td>
</tr>
<tr>
<td>7</td>
<td>Grass-pasture-mowed</td>
<td>82.61</td>
<td>30.43</td>
<td>21.74</td>
<td>21.74</td>
<td>26.09</td>
<td>91.30</td>
<td>69.57</td>
<td>86.96</td>
<td>95.65</td>
</tr>
<tr>
<td>8</td>
<td>Hay-windrowed</td>
<td>98.18</td>
<td>99.32</td>
<td>99.32</td>
<td>99.55</td>
<td>98.18</td>
<td>99.09</td>
<td>95.45</td>
<td>99.55</td>
<td>99.77</td>
</tr>
<tr>
<td>9</td>
<td>Oats</td>
<td>83.33</td>
<td>27.78</td>
<td>38.89</td>
<td>50.00</td>
<td>66.67</td>
<td>61.11</td>
<td>77.78</td>
<td>66.67</td>
<td>77.78</td>
</tr>
<tr>
<td>10</td>
<td>Soybean-notill</td>
<td>74.74</td>
<td>75.78</td>
<td>78.58</td>
<td>75.89</td>
<td>71.84</td>
<td>89.90</td>
<td>93.80</td>
<td>95.64</td>
<td>91.50</td>
</tr>
<tr>
<td>11</td>
<td>Soybean-mintill</td>
<td>85.95</td>
<td>81.77</td>
<td>78.84</td>
<td>82.76</td>
<td>83.66</td>
<td>95.32</td>
<td>96.85</td>
<td>96.94</td>
<td>95.63</td>
</tr>
<tr>
<td>12</td>
<td>Soybean-clean</td>
<td>85.51</td>
<td>74.09</td>
<td>86.41</td>
<td>84.60</td>
<td>79.17</td>
<td>91.12</td>
<td>92.03</td>
<td>92.75</td>
<td>91.49</td>
</tr>
<tr>
<td>13</td>
<td>Wheat</td>
<td>99.47</td>
<td>98.95</td>
<td>99.47</td>
<td>98.79</td>
<td>98.95</td>
<td>100</td>
<td>98.95</td>
<td>98.95</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>Woods</td>
<td>97.42</td>
<td>96.48</td>
<td>98.97</td>
<td>97.16</td>
<td>97.77</td>
<td>99.91</td>
<td>99.91</td>
<td>99.48</td>
<td>98.66</td>
</tr>
<tr>
<td>15</td>
<td>Bldgs-grass-tree-drives</td>
<td>59.36</td>
<td>51.46</td>
<td>50.58</td>
<td>66.96</td>
<td>53.22</td>
<td>89.18</td>
<td>88.89</td>
<td>98.54</td>
<td>95.32</td>
</tr>
<tr>
<td>16</td>
<td>Stone-steel-towers</td>
<td>75.29</td>
<td>81.18</td>
<td>89.41</td>
<td>88.24</td>
<td>84.71</td>
<td>97.65</td>
<td>83.53</td>
<td>98.82</td>
<td>95.29</td>
</tr>
<tr>
<td></td>
<td>Overall accuracy (%)</td>
<td>83.69</td>
<td>81.78</td>
<td>82.07</td>
<td>83.81</td>
<td>82.06</td>
<td>93.27</td>
<td>94.45</td>
<td>95.88</td>
<td>96.61</td>
</tr>
<tr>
<td></td>
<td>Average accuracy (%)</td>
<td>82.92</td>
<td>72.09</td>
<td>70.44</td>
<td>76.47</td>
<td>74.93</td>
<td>90.61</td>
<td>90.47</td>
<td>93.79</td>
<td>94.22</td>
</tr>
<tr>
<td></td>
<td>Kappa statistic (k)</td>
<td>0.8136</td>
<td>0.7918</td>
<td>0.7954</td>
<td>0.8151</td>
<td>0.7946</td>
<td>0.9233</td>
<td>0.9367</td>
<td>0.9531</td>
<td>0.9614</td>
</tr>
</tbody>
</table>

#### Table 2

<table>
<thead>
<tr>
<th>No.</th>
<th>Class name</th>
<th>Original</th>
<th>Random</th>
<th>K-mean</th>
<th>LVD</th>
<th>KSVD</th>
<th>LC-KSVD2</th>
<th>Sharing</th>
<th>Competition</th>
<th>proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Asphalt</td>
<td>64.34</td>
<td>70.66</td>
<td>74.88</td>
<td>76.55</td>
<td>75.43</td>
<td>82.28</td>
<td>92.63</td>
<td>87.94</td>
<td>88.74</td>
</tr>
<tr>
<td>2</td>
<td>Meadows</td>
<td>75.08</td>
<td>76.32</td>
<td>84.09</td>
<td>82.12</td>
<td>77.45</td>
<td>87.46</td>
<td>92.24</td>
<td>91.17</td>
<td>95.24</td>
</tr>
<tr>
<td>3</td>
<td>Gravel</td>
<td>73.40</td>
<td>69.89</td>
<td>80.23</td>
<td>71.55</td>
<td>71.94</td>
<td>80.82</td>
<td>89.17</td>
<td>92.44</td>
<td>96.39</td>
</tr>
<tr>
<td>4</td>
<td>Trees</td>
<td>96.02</td>
<td>95.39</td>
<td>87.92</td>
<td>93.60</td>
<td>91.97</td>
<td>89.78</td>
<td>96.45</td>
<td>96.58</td>
<td>97.81</td>
</tr>
<tr>
<td>6</td>
<td>Bare soil</td>
<td>71.18</td>
<td>80.40</td>
<td>82.91</td>
<td>84.29</td>
<td>82.37</td>
<td>80.96</td>
<td>99.02</td>
<td>98.71</td>
<td>99.46</td>
</tr>
<tr>
<td>7</td>
<td>Bitumen</td>
<td>86.41</td>
<td>87.97</td>
<td>91.80</td>
<td>90.00</td>
<td>81.64</td>
<td>90.08</td>
<td>98.98</td>
<td>97.81</td>
<td>99.30</td>
</tr>
<tr>
<td>8</td>
<td>Brick</td>
<td>68.23</td>
<td>83.67</td>
<td>69.88</td>
<td>76.60</td>
<td>74.20</td>
<td>75.83</td>
<td>91.00</td>
<td>92.10</td>
<td>95.62</td>
</tr>
<tr>
<td>9</td>
<td>Shadows</td>
<td>97.21</td>
<td>99.22</td>
<td>100</td>
<td>99.60</td>
<td>99.89</td>
<td>99.89</td>
<td>99.89</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>Overall accuracy (%)</td>
<td>75.34</td>
<td>79.15</td>
<td>82.43</td>
<td>82.46</td>
<td>79.49</td>
<td>85.46</td>
<td>93.73</td>
<td>97.82</td>
<td>95.36</td>
</tr>
<tr>
<td></td>
<td>Average accuracy (%)</td>
<td>81.28</td>
<td>84.82</td>
<td>85.70</td>
<td>85.89</td>
<td>81.87</td>
<td>87.45</td>
<td>95.44</td>
<td>95.13</td>
<td>96.94</td>
</tr>
<tr>
<td></td>
<td>Kappa statistic (k)</td>
<td>0.6849</td>
<td>0.7344</td>
<td>0.7719</td>
<td>0.7738</td>
<td>0.7384</td>
<td>0.8098</td>
<td>0.9180</td>
<td>0.9050</td>
<td>0.9390</td>
</tr>
</tbody>
</table>
Fig. 5. The classification results for the Indian Pine dataset.

Fig. 6. The classification results for the University of Pavia dataset.
Table 3  
Computational cost of different dictionary methods for the Indian Pines dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Random</th>
<th>K-mean</th>
<th>LVQ</th>
<th>KSVD</th>
<th>LC-KSVD2</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>0.09</td>
<td>4.00</td>
<td>125.85</td>
<td>92.38</td>
<td>95.40</td>
<td>62.38</td>
</tr>
</tbody>
</table>

Table 4  
Computational cost of different dictionary methods for the University of Pavia dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Random</th>
<th>K-mean</th>
<th>LVQ</th>
<th>KSVD</th>
<th>LC-KSVD2</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>0.10</td>
<td>4.50</td>
<td>140.82</td>
<td>95.87</td>
<td>108.92</td>
<td>68.98</td>
</tr>
</tbody>
</table>

4.5. Analysis of computational cost

The running times of the different dictionary methods for the Indian Pines dataset and University of Pavia dataset are listed in Tables 3 and 4. Similar conclusions can be observed in these two tables, therefore, we only analyze Table 3 in this part. We can obtain a general rank of these dictionary methods in terms of the running time in an ascending order: Random, K-mean, the proposed class-wise dictionary, KSVD, LC-KSVD2 and LVQ. The computing time required by the Random and K-mean dictionary methods are very short, this is because their dictionary constructions do not involve any function optimization process. LVQ, KSVD and LC-KSVD2 are all based on the SR framework solved by OMP, which results in relatively long time. In addition, the proposed class-wise dictionary took about 62.38 s, which is less than those of LVQ, KSVD and LC-KSVD. The main reason is that the proposed class-wise dictionary operates on the CR framework, which uses much weaker $l_2$-Regularizer and the optimized dictionary can be calculated in a closed form. Therefore, the proposed class-wise dictionary is proved to be an efficient approach to learn a discriminative dictionary.

5. Discussion and conclusion

In this paper, we proposed a novel class-wise dictionary method for hyperspectral image classification, which is composed of three main parts: dictionary learning, sparse features calculation and classification. The novelty is the introduction of the two regularizers (i.e., intra-class basis sharing and inter-class basis competition), which seek bases sharing within the same class, while resist bases sharing between classes. Experiments on two hyperspectral image datasets were conducted to validate the effectiveness and advantages of the proposed method: the sensitivity analysis, the influence of the parameters analysis, comparisons with other classifiers and the computational cost analysis. The experimental results reveal that the biggest advantage of the proposed dictionary method over the traditional ones is that the class-wise information which reflects class structure is taken into consideration to improve the discriminative capability of bases in the dictionary. Another advantage is the relatively lower computational cost.

Furthermore, it is worthwhile to discuss the problem found in the experiments. Comparing Table 1 with Table 2, the Competition is more suitable for the Indian Pines dataset with respect to the Sharing, with 95.88% in OA, 93.79% in AA, and 0.9531 in Kappa. However, the Sharing trends to be more advantageous for the University of Pavia observed in Table 2. Therefore, we cannot determine which regularizer is the best one, but when two regularizers are involved in the dictionary learning, it tends to produce higher classification accuracy. Thus, in future research, more cases need to be tested to explore the contribution of each regularizer. In addition, dictionary learning is a classical unsupervised learning method. It would be also worthwhile to incorporate the supervised information and the structure of each class into the dictionary optimization process.
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