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Architecture of Swin Transformer
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ConvNext
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Macro design
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ConvNext
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Inverted Bottleneck
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ConvNext
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Micro Design

• Replacing ReLU with GELU

• Fewer activation functions

• Fewer normalization layers

• Substituting BN with LN

• Separate downsampling layers
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Architecture
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Experiments
Training with Adam lr=0.0001 on CIFAR10 without augmentation

Training with some tricks(AdamW ;cos lr) on CIFAR10 without augmentation
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Experiments
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Init of distributed training
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Update the model
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Future work



Thank you！


